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ABSTRACT

Reasoning segmentation is an emerging vision-language task that requires gener-
ating a segmentation mask from implicit and often ambiguous language queries,
enabled by recent advances in Multimodal Large Language Models (MLLMs).
However, state-of-the-art training-based approaches often fail in challenging cases
that demand higher-level reasoning or external knowledge. In this work, we in-
troduce CoT-Seg, a training-free framework that rethinks reasoning segmentation
by combining chain-of-thought reasoning with self-correction. Instead of fine-
tuning, CoT-Seg leverages the inherent reasoning ability of pre-trained MLLMs
(e.g., GPT-40) to decompose queries into meta-instructions, extract fine-grained
semantics from images, and identify target objects even under implicit or complex
prompts. Crucially, CoT-Seg incorporates a self-correction stage: the model eval-
uates its own segmentation against the original query and reasoning trace, identi-
fies mismatches, and iteratively refines the mask. This tight integration of reason-
ing and correction significantly improves reliability and robustness, especially in
ambiguous or error-prone cases. Furthermore, we extend CoT-Seg with retrieval-
augmented reasoning, enabling the system to access external knowledge when
the input lacks sufficient information, further enhancing segmentation accuracy.
Extensive experiments on ReasonSeg and RefCOCO demonstrate that CoT-Seg
consistently outperforms existing baselines while remaining training-free. Our
results highlight that combining chain-of-thought reasoning, self-correction, and
retrieval augmentation offers a powerful paradigm for advancing reasoning-driven
segmentation.

1 INTRODUCTION

Reasoning segmentation represents a promising step toward vision-language integration, where a
system generates a segmentation mask from complex and often implicit language queries. Recent
progress has been driven by fine-tuning Multimodal Large Language Models (MLLMs), such as
LISA (Lai et al.| [2023), Seg-Zero (Liu et al., 2025a)) and Vision Reasoner (Liu et al., [2025b), to
produce segmentation outputs. Despite their success, these methods struggle with cases that require
nuanced reasoning, domain knowledge, or contextual inference which are the major challenges that
humans naturally handle.

Consider the examples in Figures Locating the first-chair violinist requires knowledge of or-
chestra seating arrangements, not just visual similarity. Differentiating surfers by posture demands
reasoning about dynamic body positions. Selecting the correct gym equipment for bicep training
requires understanding functional affordances. Identifying unracked dumbbells requires contex-
tual analysis of their relation to the rack. These examples highlight that stronger reasoning ability,

TEqual contribution.
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( Uscr The first chair violinist of an orchestra is a
| vital musical leader with widely ranging

8 | responsibilities, from tuning the orchestra to wor kmg
| closely with the conductor. Who is most likely the first |
| violinist in the image? Please output the segmentation |
\ mask

————————————————— / LISA Vision Reasoner

CoT .. The first chair violinist may be positioned slightly apart from the rest of
the v1olmlsts and may have a more prominent position ... there is a violinist

( N

| |

| seated at the front left section of the orchestra, closest to the conductor, which is L,

| likely the position of the first chair violinist ... |

| Meta-query: The image shows ... Please segment the first chair violinist located |

\ at the front left section of the orchestra, closest to the conductor. }
A

___________________________ CoT-Seg Ground-truth
Figure 1: Finding the first violinist (concertmaster) is challenglng among similar-looking musi-
cians. CoT-Seg reasons that they sit to the conductor’s left and generates a meta-query with relevant
spatial information, enabling more accurate segmentation than LISA and Vision Reasoner (No self-
correction was needed)

( User: Please identify the activity people are doing in

I the image and segment those individuals who have - -
I already demonstrated excellent body strength and

I stability through some kind of professional actions.

I Lastly, output the mask that includes these

individual:
N e ____ LISA Vision Reasoner

(CoT . individuals who are actively standing on their surfboards and

| maintaining balance on the waves demonstrate excellent body strength and

| stability ... target individuals are located towards the left and center of the image.

| Meta-query: The image shows ... Please segment the individuals who are actively |
| standing and balancing on their surfboards, demonstrating professional surfing

\ skills, located towards the left and center of the image.
AS

CoT-Seg Ground-truth

Figure 2: CoT-Seg reasons about the user’s query to segment surfers in the correct pose, capturing
only those who have popped up and are riding waves, unlike LISA and Vision Reasoner (No self-
correction was needed).

|/ User: I am looking for a gym equipment to do weight |
| training on my arms muscles. Which equipment

| would most likely draw my attention when I walk into
| a gym? Please output the segmentation mask.

LISA Vision Reasoner

/ CoT: ... there is a prominent piece of gym equipment designed for arm muscle

| workouts in the foreground of the image. It is a preacher curl bench with a barbell, I
| which is specifically used for bicep curls ..

| Meta-query: The image shows ... Please segment the preacher curl bench with a I
l\barbell located at the lower center left of the image. )

. . . . . CoT-Seg Ground-truth
Figure 3: CoT-Seg identifies the gym equipment matching the user’s query for biceps, e.g., the

preacher’s curl, reasoning about its function without any training (Self-correction was needed).
' RN \

e R -
|/ User: Which objects are composed of a short bar

| with a weight on each end, typically used for weight
| training? Please find the unracked ones and output

| | the segmentation mask.
N ———

LISA Vision Reasoner

/ CoT: ... The primary objects of interest are the dumbbells ... The unracked
| dumbbells are located on the floor, predominantly in the foreground and to the left |
| side of the i image .
Meta-query: The image shows ... Please segment the unracked dumbbells located |
N the floor, predominantly in the foreground and to the left side of the image. ) 1
——————————————————————————— - CoT Ground-truth
Figure 4: CoT-Seg reasons about the arrangement of dumbbells to segment those that are unracked,

a more challenging task than simple detection (No self-correction was needed).

together with mechanisms to evaluate and refine initial predictions, is essential for advancing rea-
soning segmentation.

In this work, we present CoT-Seg, a training-free framework that rethinks reasoning segmentation
through the synergy of chain-of-thought (CoT) reasoning and self-correction. Rather than relying
on fine-tuning or additional training, CoT-Seg leverages the inherent reasoning ability of pre-trained
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MLLMs (e.g., GPT-40) to decompose queries into meta-instructions, extract detailed semantics,
and produce initial segmentation results. Crucially, CoT-Seg introduces a self-correction stage: the
model evaluates its own segmentation against the query and reasoning trace, identifies inconsisten-
cies, and refines the output through automatically generated meta-queries. This feedback loop allows
the system not only to think through the segmentation process but also to recognize and repair its
own mistakes.

Furthermore, we extend CoT-Seg with retrieval-augmented reasoning. When the query and image
lack sufficient information, CoT-Seg calls an external agent to retrieve relevant knowledge from the
web, integrating it into the reasoning process. This augmentation further strengthens its ability to
tackle ambiguous or knowledge-intensive cases.

Through extensive experiments on ReasonSeg and RefCOCO, we demonstrate that CoT-Seg sub-
stantially outperforms existing methods while requiring no additional training. Our results show that
integrating CoT reasoning, self-correction, and retrieval augmentation provides a powerful paradigm
for advancing reasoning-driven segmentation toward human-level reliability.

2 RELATED WORK

Image Segmentation and Reasoning Segmentation. Image segmentation has evolved from early
graphical-model-based methods, such as Conditional Random Fields (CRFs) (Krihenbiihl & Koltun,
2011§|Chen et al.,|2017) and region growing (Dias & Medeiros| 2019), to deep learning approaches
that utilize encoder-decoder architectures (Badrinarayanan et al., 2017), dilated convolutions (Yu
& Koltun, 2015), pyramid pooling (Zhao et al., 2017), and non-local operators (Liu et al., 2015).
Instance segmentation (He et al [2017; (Cheng et al. [2022) and panoptic segmentation (Kirillov
et al.,[2019; |Cheng et al.,2020) further pushed the boundary to finer-grained understanding.

The emergence of foundation models for segmentation, especially the Segment Anything Model
(SAM) (Kirillov et al.| [2023), has revolutionized the field. By training on billions of masks and
images, SAM enables promptable, zero-shot segmentation with multimodal inputs like points or
bounding boxes. Leveraging SAM with Multimodal Large Language Models (MLLMs) has led to a
new line of works on reasoning segmentation (Lai et al.,[2024; | Xia et al.,|2024; |[Zhang et al.,|2023aj
He et al, 2024; [Yao et al., |2025). These approaches generate segmentation masks conditioned
on implicit or complex textual queries. However, combining MLLMs with SAM directly often
fails in challenging scenarios, such as queries requiring domain knowledge, occluded objects, or
intricate structures. In contrast, our work shows that integrating chain-of-thought reasoning and
self-correction can substantially enhance robustness and accuracy in these difficult cases.

Chain-of-Thought Reasoning in LLMs and MLLMs. Chain-of-Thought (CoT) reasoning im-
proves reasoning performance in large language models by decomposing complex tasks into inter-
mediate steps (Wei et al.} [2022; [Wang et al.| 2022a}; [Zhang et al., [2023b}; Lyu et al., 2023} |Kojima
et al.,[2022)). While CoT has been extensively explored in text-only LLMs, its integration into Multi-
modal LLMs (MLLMs) is more challenging. Existing approaches often rely on fine-tuning MLLMs
with multimodal CoT datasets (Mondal et al.,|2024;|Zhang et al.| 2023c}; [Lu et al.,2022)) or introduc-
ing intermediate representations like graphs (Mitra et al., [2024)) or code (Suris et al., [2023)), which
limit accessibility and scalability.

Recent works highlight the potential of test-time CoT reasoning in pre-trained LLMs (Snell et al.,
20235)) and its applications in visual reasoning (Guo et al.,|2022; Lian et al.,2023)), robotics (Hu et al.,
2023)), and multimodal planning (Yao et al.l |2025). Inspired by these trends, our framework lever-
ages carefully designed CoT prompts in a training-free manner, enabling MLLMsS to reason over
images and textual queries, evaluate initial segmentation outputs, and self-correct without additional
training.

Self-Correction and Retrieval-Augmented Reasoning. While CoT provides step-by-step reason-
ing, errors in initial predictions can propagate if unchecked. Recent studies in reasoning with feed-
back (Zhao et al., 2025} [He et al.l [2025) demonstrate that self-evaluation and iterative refinement
improve accuracy. Our method explicitly incorporates a self-correction loop for reasoning segmen-
tation, allowing the model to detect inconsistencies and refine segmentation masks.
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Furthermore, retrieval-augmented reasoning (Lewis et al.| [2021; [Komeili et al., [2021) has shown
that external knowledge can enhance reasoning when input information is incomplete. CoT-Seg
integrates retrieval mechanisms to access relevant knowledge at test time, enabling more robust
segmentation under ambiguous or knowledge-intensive queries.

Overall, our work is positioned at the intersection of reasoning segmentation, CoT-enabled MLLMs,
self-correction, and retrieval augmentation, combining these advances into a unified, training-free
framework that achieves state-of-the-art performance in complex vision-language tasks.

User Query ]
\
Please segment the ! S y S
biscuit sandwich on | Reasoner Prompt Agent

plate in the back

next to silver sauce
cup in the image.

Labels

Refiner

Segmentation, Positive Query: None
Negative Query:

| ¢ Agent
Please remove the biscuit

sandwich located at the
bottom of the
segmentation image.

|

For N
k P R RIT Self Correction Process/

Figure 5: Overview of CoT-Seg. The pre-trained MLLM Reasoner generates a chain-of-thought
(CoT) over the input image and query, producing an explicit meta-query that translates complex,
implicit instructions into clear segmentation guidance. The Segmentation Agent predicts the initial
mask, which is then optionally refined by the iterative refinement pipeline. The first-turn mask and
original image are examined by the MLLM Evaluator which evaluates the mask and decide if any
refinement is necessary. If it does require refinement, then it is passed onto the MLLM Refiner which
produces two queries to correct for false positives and negatives. These queries are used inline with
the segmentation agent to produce a refined mask for the next iteration of refinement.

40 $ Yes

3 METHOD

Given an image I € R3*H>W and a textual query g, reasoning segmentation aims to predict a
binary mask M corresponding to the object(s) referred by q. CoT-Seg achieves this by combining
chain-of-thought reasoning, self-correction, and optional retrieval-augmented reasoning in a multi-
agentic framework. The system consists of three collaborating agents: the MLLM Reasoner, the
Segmentation Agent, and the Evaluator.

gives an overview of CoT-Seg, where the Reasoner analyzes the image and query using a
chain-of-thought (CoT) process, generating an explicit meta-query that guides the Segmentation
Agent. The Segmentation Agent produces an initial mask using the meta-query and its supported
input types, such as text, points, bounding boxes, or scribbles. The Evaluator then analyzes the pre-
dicted mask in combination with the original query and image, identifying errors and synthesizing
refinement meta-queries for self-correction. This iterative loop allows CoT-Seg to achieve robust
zero-shot reasoning segmentation without additional training.

3.1 MLLM REASONER

The Reasoner R performs step-by-step chain-of-thought (CoT) reasoning to identify the target ob-
ject(s) in the image. To achieve this, R utilizes a series of Question Proposers that generate ques-
tions progressively from coarse to fine. Initially, coarse questions capture high-level scene context
and object categories. Based on the answers, subsequent proposers generate finer-grained questions
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to localize the target objects, reasoning over attributes such as position, size, and relationships with
other objects. This iterative process continues until sufficient information is collected to precisely
identify the target or until it reaches max number of rounds.

Formally, each question-answer pair is generated autoregressively:
(Qk, Ax) = R(I,q, Q<k, A<k, SegmentorCapabilities), k=1,...,n, (D

where SegmentorCapabilities is defined as a textual description that informs the Reasoner of which
input types the Segmentation Agent supports (e.g., text, points, bounding boxes, scribbles).

After completing all CoT steps, the Reasoner summarizes the collected information into a structured
meta-query ¢p,, which is compatible with the Segmentation Agent aligning with SegmentorCapa-
bilities. For non-textual inputs, such as points or scribbles, the meta-query is encoded in a JSON
format specifying the input type, coordinates, and spatial attributes:

Gm = Rsummarize({Qks Ak }—1, SegmentorCapabilities). 2)

This structured meta-query is then passed to the Segmentation Agent to produce the initial mask, and
subsequently to the Evaluator for self-correction if necessary. By combining coarse-to-fine question
proposing with explicit summarization, the Reasoner ensures precise target localization and effective
guidance for zero-shot segmentation.

3.2 REASONING SEGMENTATION AGENT

The Segmentation Agent A predicts masks based on the meta-query G, and its supported input
types. It consists of a frozen vision encoder E, a mask decoder D, and a vision-language model F
for multimodal encoding e.g., (Lai et al.| 2023; Zou et al.,[2023b). The predicted mask is:

M = A(I,Gm) = D(F(I,Gm), E(I)). 3)

By explicitly describing the segmentor’s input capabilities, both the Reasoner and Evaluator can
adapt their CoT reasoning. If the segmentation agent cannot support a requested input type, the
method may fail, highlighting the dependency on the segmentor’s flexibility. This design ensures
that the meta-query generated by the Reasoner is always compatible with the segmentor.

3.3 EVALUATOR AND SELF-CORRECTION

The Evaluator [J assesses the quality of the mask generated by the Segmentation Agent and guides
iterative refinement. It receives the original image I, the user query g, the predicted mask M, and
the SegmentorCapabilities as inputs. The Evaluator performs a chain-of-thought (CoT) reasoning
process, similar to the Reasoner, to check whether the mask correctly covers the target objects and
respects spatial and semantic constraints.

If refinement is needed, the Evaluator generates two types of meta-queries in a structured JSON
format: gp for false negatives and g for false positives. These queries specify the type of correc-
tion, spatial coordinates, and other relevant control signals compatible with the Segmentation Agent.
Formally, the refinement process is:

S = Tassess (I, M, q, SegmentorCapabilities), )

(Gp, dN) = Trefine (1, M, q, S, SegmentorCapabilities), (5)
SP:A(I7QP)’ SN:‘A(Ian)7 (6)

s’ =s+7p-ReLU(sp) — yv -ReLU(sy), M ={(i,j)|s;, > 0}, (7)

where s implies the prediction score output by the segmentor, satisfying M = {sij | sij >

threshold}. This iterative self-correction loop continues until S = 0 (Correct Segmentation) or
a maximum number of refinement rounds is reached. By using structured JSON communication,
the Evaluator ensures compatibility with diverse Segmentation Agents and input modalities, en-

abling robust zero-shot segmentation with automated error correction. To ensure that M’ does not
get worse than M, which may also happen to humans after several refinement turns, 7 will make a
judgment whether to revert back to the previous segmentation M as the chosen segmentation.
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3.4 MULTIMODAL INPUT CONTROL

CoT-Seg supports diverse image-based controls in addition to textual queries, including points,
bounding boxes, scribbles, and highlighted regions. The Reasoner R is aware of the Segmentation
Agent’s capabilities through the SegmentorCapabilities input. For non-textual inputs, it encodes the
meta-query in JSON format specifying input type, coordinates, and spatial attributes. This allows
both the Reasoner and Evaluator to generate compatible guidance and refinement instructions.

Given an image I and a control image I,,,,, the Reasoner generates step-by-step CoT reasoning to
interpret annotated regions and produce a meta-query G, :

Gm = Rsummarize ({Qr, Ax }7—;, SegmentorCapabilities, 1,7, ), ®)

which is then passed to the Segmentation Agent to produce the mask M = A(I,§y,). The Evalu-
ator can further refine the output via self-correction if necessary, using the same JSON format for
multimodal control information.

3.5 RETRIEVAL-AUGMENTED REASONING

In cases where the input image and query do not provide sufficient information, CoT-Seg can aug-
ment the Reasoner with an external retrieval step. Specifically, a Retrieval Agent is invoked to search
for relevant information from the web or a knowledge database, which is then incorporated into the
chain-of-thought reasoning.

For example, consider a query asking to segment a not very famous person in an image. The
Reasoner might lack sufficient internal knowledge to identify the individual. The Retrieval Agent
searches for information about the person, such as reference images or textual descriptions, and
provides these as additional inputs to the Reasoner. The Reasoner then integrates the retrieved
knowledge into its CoT reasoning to generate a meta-query, e.g., specifying unique clothing, pose,
or contextual cues, which guides the Segmentation Agent to correctly segment the target. Formally,
the augmented reasoning can be written as:

Gm = Rsummarize ({Qk, Ax } 11, SegmentorCapabilities, I, Ietrieved), )

where [;.ctrieved CcONtains images or structured data obtained from the retrieval step. This mechanism
allows CoT-Seg to handle queries that require external or domain-specific knowledge, extending its
reasoning capabilities beyond the information present in the original input.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

We evaluate CoT-Seg on two recent and widely used benchmarks for reasoning segmentation: Rea-
sonSeg (Lai et al., 2023) and RefCOCO (Kazemzadeh et al., [2014)), which covers diverse objects
with compositional queries and fine-grained referring expressions. For fair comparison, we use pub-
licly released splits and follow the evaluation protocols of previous works (Lai et al.,[2023; |Xia et al.,
2024; |[Zhang et al., 2023a). We compare CoT-Seg against state-of-the-art reasoning segmentation
methods including LISA (Lai et al.} [2023)), GSVA (Xia et al.,[2024), NextSeg (Zhang et al., 2023a)),
and MultiSeg (He et al.||2024). As our method is training-free, we emphasize zero-shot evaluation to
highlight the effectiveness of inference-time reasoning and self-correction. Performance is measured
by Generalized Intersection-over-Union (gloU) and Complete Intersection-over-Union (cloU).

4.2 IMPLEMENTATION DETAILS

For the Reasoner and Evaluator modules, we use GPT-40 (Hurst et al.,2024) unless otherwise stated,
with system prompts tailored for CoT reasoning, summarization, and self-correction. The chain-of-
thought reasoning length is adaptively determined by the Reasoner, typically converging within
5-8 steps. The Segmentation Agent is instantiated with Vision Reasoner-7B (Liu et al.| 2025b)
with SAM-HQ (Ke et al., [2023) by default, though we also test compatibility with other SAM-
based variants (Kirillov et al.l [2023). Structured communication between Reasoner, Evaluator, and
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——— — — — —
I User: A fruit salad is a refreshing and delicious
dessert that often consists of a variety of fruits
I >
mixed together. What object in the picture could
‘ be used to hold and serve such a dessert?

LISA Vision Reasoner

First Round CoT Meta-queries: Summary: ... Prompt: The image shows a layered N
I dessert in a glass bowl on a red tablecloth. Please segment the glass bowl located at the I

center of the image.

Refinement Meta-query: Negative Query: Please remove the top layer of whipped I
\ cream and raspberries /

CoT-Seg
First Turn

Figure 6: CoT-Seg can identify the actual dessert is not related to the query a
segmentation.

CoT-Seg
Refined Result

nd self-corrects the

—— —
[ User: Please segment leafy sea dragons

in this image.

Vision Reasoner

First Round CoT Meta-queries: Summary: ... Prompt: The image shows an

I underwater scene with rocks and aquatic plants. Please segment the Leafy Sea I
Dragons located towards the left and center of the image among the plants.
Refinement Meta-query: Positive Query: Please also segment the remaining Leafy I

\ Sea Dragon, located towards the lefi side of the original image. /

CoT-Seg

CoT-Seg
First Turn Refined Result
Figure 7: CoT-Seg corrects and finds the missed camouflaged object in self-correction stage.

— —_— —_— —_— —_— —_— —_— —_— \
User: What is the object that the person in the

picture is holding onto while walking his dog? |
l l o
s LISA Vision Reasoner
/Flrst Round CoT Meta-queries: Summary: ... Prompt: The image shows a person
I standing on grass with a dog. Please segment the leash located at the upper left part
of the image.
Refinement Meta-query: Positive Query: Please also segment the entire leash, located
at the upper left part of the original image.
Negative Query: Please remove the person's clothing, located at the upper lefi part of the
segmentation image. Col-Seg CoT-Seg
First Turn Refined Result

Figure 8: CoT-Seg corrects segmentation by both positive and negative queries.

Segmentation Agent is implemented in JSON format to handle multimodal control inputs and to
ensure capability alignment.

For retrieval-augmented reasoning, we employ a lightweight agent that queries the web using entity
names or context keywords extracted by the Reasoner. Retrieved data is passed back as either text
descriptions or reference images. To ensure reproducibility, all experiments are run on an NVIDIA
4090 GPU with 24GB memory, although the majority of reasoning computation occurs in the cloud-
hosted LLM.

4.3 QUALITATIVE EVALUATION

We presented earlier qualitative comparisons in Figures [TH4] More results in Figures [6HI0| demon-
strate how CoT-Seg progressively reasons about challenging queries and refines initial segmentation
masks, demonstrating CoT-Seg’s unique capabilities in: 1) resolving implicit queries with multi-
step reasoning; 2) correcting masks with fine-grained self-correction (e.g., removing false positives
such as icecream in Figure[6and recovering missed objects in Figure[7); and 3) retrieval-augmented
reasoning for segmenting uncommon entities, such as identifying a new animal species (Figure [0
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q Extracted Information
Please segment the Phyllobates Samperi.1 o segment the image of “Phyllobates samperi®, we need to identify the

key features of this species based on the provided context

1. *Coloration™: *Phyllobates samperi* is characterized by a uniform
black or bluish-black body with orange or red stripes. This distinguishes
it from similar species like *P. aurotaenia’, which has green or yellow.
stripes and blue or silver specks.

2.*'Size and Shape™: It resembles *P. aurotaenia in size and to some
extent in coloration, but tis genetically related to *P. terribilis".

For segmentation, focus on the following:

~ Identity and outine the black or bluish-black body.
 Highlight the orange o red sirpes running along the body.
- and other elements par from the
frog's distinct color pattern.

4
1
1
1
1
1
1
1
1
\

Figure 9: A recently discovered species of frog unrecognizable to GPT-40. With retrieval augmented
(RA) reasoning CoT-Seg was able to segment the frog based on its appearance descriptions from the
retrieval agent.

-

¢ Please segment the flag of the country * Extracted Information
... Based on the provided text, here are the key details about the
51st G7 summit:
- *Event*: 51st G7 Summit
- *Date*: 16-17 June 2025 CoT-Seg
- *Location*: Kananaskis, Alberta, Canada
- *Host Country*: Canada
- *Participants*:

- G7 Members: Canada, France, Germany, Italy, Japan, United
Kingdom, United States, and the European Union

- Invited Countries: Australia, Brazil, India, Mexico, South
Africa, South Korea, Ukraine

-

Figure 10: GPT-40 without retrieval augmentation has information up to the 2023 G7 summit, while
CoT-Seg can segment the flag of the G7 2025’s host country

by integrating retrieved textual and visual cues. These results show that CoT-Seg achieves higher
robustness in complex reasoning cases compared to prior methods that rely solely on direct prompt-
to-mask predictions.

4.4 QUANTITATIVE EVALUATION

Tables [T) and 2] summarize quantitative comparisons across benchmarks. Overall, CoT-Seg achieves
SOTA or competitive results in both benchmarks, with the most improvements on ReasonSeg, where
high-level reasoning and domain knowledge are essential, while producing improved results after
self-correction. Notably, our training-free pipeline achieves higher cloU than LISA, Seg-Zero and
Vision-Reasoner on RefCoco demonstrating the effectiveness of inference-time reasoning and self-
correction without requiring additional data or fine-tuning. CoT improves the general score while
auto-correction improves the result of hard tasks.

The deviations and failure cases in our result in general are mainly due to a few cases: i) there exist
cases in the dataset where the query is ambiguous which can lead to alternative interpretations of the
segmentation task. For example, in Figure [I2] (in appendix) prompt is segmenting the pagurian but
the ground truth does not include the shell; i) in Figure[I3|the ground truth wrongly includes a leg of
the zebra on the right, leading to the segmentation containing five legs. Our result correctly includes
the hair at the top of the zebra which the ground truth misses; iii) due to MLLM limitations, CoT-
Seg sometimes fail on numerical prompts where object of interest is tightly packed as illustrated in
Figure [T4] where counting can be a limiting factor in producing a correct meta-query. Figure [T3]
the prompt is “second from the right,” the CoT process concludes second from right person wearing
purple shirts leading to the wrong result; iv) while further finetuning our framework for a dataset

Table 1: Referring expression segmentation re-  Table 2: Quantitative evaluation on the test set

sults on RefCOCO (Kazemzadeh et al| [2014) of ReasonSeg (Lai et al.l[2023)). (ft) means fine-
dataset. The cloU metrics of each split are re-  tuning on the train set. T is reproduced with the

ported. Baselines excerpted from (Lai et all official released weights with 8-bit quantization.

202,

Method ReasonSeg (overall)

Method ‘ Val. Test-A Test-B ‘ gloU loU
MCN {Luo et al.12020 624 642 59.7 OVSeg (Liang et al. |20 26.1 20.1
VLT (Ding 675 705 65.2 GRES 213 220
CRIS (Wang et al | 70.5 732 66.1 X-Decoder (Zou et al.120 217 163
LAVT {Yang et al.| 2027} 727 75.8 68.8 SEEM (Zou et al.|[2023b] 243 187
LISA-7B on ReferSeg) (Lai et al. [2024] 74.9 79.1 723 Seg-Zero-7B (Liu et al. 575 52.0
Seg-Zero 7B {Liu et al. J2025a] - 80.3 - Vision—Reas\mI_Ter— u et al.; 63.6 -
GSVA-7B(fo) (T0) {X1a et al. | 2024 772 78.9 735 LISA-13B 448 45.8
CoT-Seg 763 80.9 7 LISA-13B-Llama. 50.0 519
CoT-Seg with self-correction 712 80.9 738 LISA-13B-LLaVAL.5 (ft)[Ca (2073 613 622
CoT-Seg 66.0 588
CoT-Seg with self correction 66.7 60.4
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should be able to improve our results, unlike others CoT-Seg is training-free and thus not finetuned to
a specific dataset. Our results are dependent on the reasoning segmentor performance as investigated
in ablations.

4.5 ABLATION STUDIES

Impact of Self-Correction Tables [IH2] compare performance with and without the refinement
module, showing how iterative refinement improves robustness in ambiguous or cluttered scenes.
Qualitative examples are shown in Figures [6H7] Through progressive refinement, CoT-Seg is capa-
ble of correcting for the missed object in the first turn results. Overall, CoT-Seg shows SOTA or
competitive results with minor deviations discussed in section 4.4}

Effect of Chain-of-Thought Length We vary the number of reasoning steps (e.g.,
2, 4, 8) to study the tradeoff between reasoning depth and segmentation quality.
Table [3] tabulates the results where all of the

experiments use a maximum of two rounds of ~ Taple 3: CoT length experiment on Test-A of Re-
refinements for self-correction running on Ref-  fCoco (Kazemzadeh et al,[2014).

CoCo Test-A. The results show that the length

RefCoco Test-A

of chain of thoughts is not critical to perfor- _ <" [t
1 1 CoT-Seg with self-correction using CoT length 2 79.9 79.4

mance, Wlth a length Of 4 prOduCIHg the beSt CoT-Seg with self-correction using CoT length 4 80.3 79.5
score among the tested fixed lengths. Notably CoT-Seg with self-correction using CoT length 8 80.1 79.4
? CoT-Seg with self-correction using CoT variational length 80.1 80.9

fixed CoT length is outperformed by variational
length determined by the MLLM. The results indicates that two reasoning steps usually suffice while
overthinking with too many steps may lower the accuracy, with varying lengths depending on the
input results in the best accuracy.

Segmentor Compatibility In our quantita- Typle 4: Segmentor experiment without self-

tive experiments, the Segmentation Agent can correction on Test-A of RefCoco (Kazemzadeh
be different SAM-based or open-vocabulary [etal| 2014).

segmentation backbones. We analyze how

‘ RefCoco Test-A

their built-in capabilities (text-only prompts, Segmentor gloU cloU
multimodal prompts, or interactive point-based CoT-Seg with Vision-Reasoner-7B + SAM-HQ 80.1 80.9

CoT-Seg with LISA 77.8 79.2
control) affect downstream performance. Ta- CoT-Ses with GroundedSAM s1a 619

ble [] tabulates the results, highlighting the im-
portance of segmentor capability descriptions in guiding Reasoner and Segmentator collaboration.

MLLM Agent Variants We evaluate Table 5: Different MLLM experiments on Test-A
CoT-Seg with different MLLM back- of RefCoco (Kazemzadeh et al.,2014).

bones, such as GPT-40, Gemma 3 12b,
and Qwen2.5-VL-7B on RefCoco Test-A CoT with different MLLMs ‘ RefCoco Test-A

. . gloU cloU
Wlth maximum Of 2 rOundS Of reﬁnement' CoT-Seg with self-correction using GPT-40 80.0 80.9
1 CoT-Seg with self-correction using Gemma 3 80.1 80.3

Table @ tabulates the results’ Wthh reVeal hOW CoT-Seg with self-correction using Qwen2.5-VL-7B 69.2 70.3

reasoning depth, hallucination tendency, and
multimodal grounding influence segmentation quality and stability, showing the tradeoffs between
proprietary and open-source models in reasoning-driven segmentation. For earlier VL models such
as Qwen2.5, when given two segmentations they cannot determine which one is better so they can
only fulfill the CoT part and not the auto-correction part of our framework.

limited to bounding box, point, and

! | e
! B
g \V‘g‘
scribble annotations, demonstrating i < { ‘

the flexibility of JSON-based multi- Control type: scribble Control type: bounding box Control type: point
modal reasoning and how CoT and Figure 11: Multimodal inputs. CoT-Seg supports diverse
auto correction works for all general control types, such as scribble, bounding box, and point,
reasoning strategies, Figure [IT] CoT allowing users to easily interact with.

works especially well on improving

segmentation based on rough human input, providing important text info for the segmentation agent.

Multimodal Input Control Our
framework can be used for multi-
ple kinds of input including but not

9
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5 CONCLUSION

We introduced CoT-Seg, a training-free framework that rethinks reasoning segmentation by inte-
grating chain-of-thought reasoning and self-correction with off-the-shelf MLLMs and segmentation
agents. Our method enables step-by-step reasoning to synthesize meta-queries, collaborative evalu-
ation for refinement, and retrieval-augmented reasoning for knowledge gaps. Extensive experiments
demonstrate that CoT-Seg substantially improves zero-shot segmentation performance across mul-
tiple benchmarks. This work highlights the untapped potential of inference-time reasoning and
self-correction in bridging vision-language understanding with precise segmentation.
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APPENDIX

A  FURTHER DETAILS

CoT-Seg

Ground Truth CoT-Seg

Ground Truth

Figure 12: Prompt: Segment the Pagurian. Figure 14: Prompt: Second from the right bus.
Ground Truth

CoT-Seg CoT-Seg Ground Truth

Figure 13: Prompt: Segment the left Zebra. Figure 15: Prompt: Second from the right.

CoT First Turn Template

We use this as a basic description for the LLM to propose questions answer pairs for CoT process,
we replace <QUERY> with the user query.
You will serve as an agent for language-based image segmentation model. During each inference,
your task is to consider a query and describe a given image with chain of thoughts. You need to
provide details to help the segmentation model understand the image better. The target objects may
contain multiple layers, be blocked by other object, or be seamlessly embedded in their surround-
ings. Your description will be later sent to the segmentation as prompt. For example, if given an
image, you need to describe what can be seen in the image, the number of objects for each categories,
the position of the target object, the structure of the object, the number of layers of the object, etc.
The actual description depends on the given image.For the output, you need to follow the format:-
Question 1: Answer 1.- Question 2: Answer 2 ..., etc, where each pair of prompt and answer implies
the chain of thoughts, i.e., different levels or different part of the image understanding. For example,
the first prompt can be related to the overall style or background of the image. Finally, you need
to summarize the description based on your generated prompts and answers with strictly with the
format: Your summary here ... considering the prompt where the user is looking for ..., the object
of interest may be ... Then, based on the summary, you have to generate a pseudo-prompt to query
the segmentation model. This pseudo-prompt should contains the information about what is in the
image, what to segment, and where the target object is. It must strictly follow the format: - Prompt:
The image shows ....Please segment the ... located at ... of the image. Lastly, please generate a list
of labels that would be passed to an object detector based on the summary and thinking process
that describes the object(s) that fits the user query and should be segmented and in strictly in the
format of cat. remote control. television. with a period separating every label and if there is multiple
word in a label then separate using space. Do not include other objects not given by the prompt.
<QUERY>

CoT Self-Correction Process

- Reasoning process:
1. Original image: The original image shows an underwater scene with various marine life
forms and corals. The Pagurian, or hermit crab, is located at the center-right of the image. It is
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identifiable by its orange color and the shell it occupies.

2. Segmentation image: The segmentation image shows an isolated orange Pagurian on a white
background. The shell is not included in the segmentation.

3. Summary: The segmentation correctly isolates the Pagurian itself but fails to include the shell,
which is an integral part of the Pagurian’s appearance in the original image. Therefore, the
segmentation is incomplete.

- Correctness: False

- Meta-queries (Output if the correctness is false):

Positive: Please also segment the shell of the Pagurian, located at the center-right of the original
image.

Negative: None

- Labels:

Positive: shell

Negative: None.

Full First Turn and Subsequent Self-Correction CoT

First Turn

- Question 1: What is the overall setting of the image?

- Answer 1: The image shows a person standing on grass, with a dog in the foreground.

- Question 2: What are the main objects visible in the image?

- Answer 2: The main objects visible are a person, a dog, and a leash.

- Question 3: What is the person holding?

- Answer 3: The person is holding a leash.

- Question 4: Where is the object of interest located in the image?

- Answer 4: The leash is located in the upper left part of the image, extending from the person’s
hand to the dog.

Summary: The image shows a person standing on grass with a dog. Considering the prompt where
the user is looking for the object that the person is holding while walking their dog, the object of
interest may be the leash.

Prompt: The image shows a person standing on grass with a dog. Please segment the leash located
at the upper left part of the image.

Self-Correction

- Reasoning process:

1. Original image: The original image shows a person standing on grass with a dog. There is a
leash visible in the upper left part of the image, held by the person.

2. Segmentation image: The segmentation image shows a portion of the person’s clothing and a
small part of the leash in the upper right corner, isolated on a white background.

3. Summary: The segmentation result does not correctly reflect the user query. The query asks
for the leash to be segmented, but the segmentation image only includes a small part of it and part
of the person’s clothing. The entire leash should be included, and the person’s clothing should be
excluded.

- Correctness: False

- Meta-queries (Output if the correctness is false):

1. Positive: Please also segment the entire leash, located at the upper left part of the original image.
2. Negative: Please remove the person’s clothing, located at the upper right part of the segmentation
image.

- Labels:

1. Positive: leash.

2. Negative: person’s clothing.

B ADDITIONAL RESULTS

Benchmarks on COD10K Results in Table [ show that CoT-Seg displays SOTA or competitive
results regarding segmenting highly difficult camouflaged objects, where CoT reasoning will make
the task easier.

Self-Correction Visual Examples We show additional self-correction examples in Figure
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Table 6: Quantitative evaluation on camouflaged images in COD-10K (Fan et al., |2020). Note that
the models are blind to both dataset divisions. CoT-Seg with refinement improves on implicit query
where with one round of segmentation may not be enough to fulfill the query.

Train split Test split
Method Training free | Implicit query | Explicit query | Implicit query | Explicit query
\ | gloU cloU | gloU cloU | gloU cloU | gloU cloU
LISA-13B-Llama2 (Lai et al.|[2024 No 650 603 | 665 59.7 | 634 558 | 665 58.0
Vision-Reasoner-7B (Liu et al.||2025b No 771 771 | 776  76.6 | 769 763 | 774  75.0
CoT-Seg Yes 779 788 | 775 780 | 777 779 | 715 749
CoT-Seg with self-correction Yes 780 784 | 774 766 | 782 78.6 | 77.6 749

User: What object is typically placed in the corner

of a bedroom to make the indoor environment

I more attractive?

_— e E— e— — — — — Vision Reasoner

a bedroom with a wooden dresser and a decorative vase with flowers on top. Please

segment the decorative vase with flowers located at the top of the dresser in the corner

of the image. |

Refinement Meta-query: Positive Query: Please also segment the flowers on top of the
\vase, located at the top of the dresser in the corner of the original image. )

CoT-Seg

- CoT-Seg
First Turn Refined Result

Figure 16: CoT-Seg can correct minor mistakes such as not segmenting the flowers with the vase.

C SIMILAR WORKS ANALYSIS AND COMPARISON

Vision Reasoner We discuss the difference between our work and the concurrent work Vision-
Reasoner 2025b). To the best of our knowledge VisionReasoner uses reinforcement
learning to generate the bounding boxes and segmentations. VisionReasoner has greatly improved
on previous reasoning segmentation models as show in Tables[T}-[6]but still fails in some complicated
cases where there are a large number of objects to be segmented Figures [T} or when the prompt is
very implicit. CoT-Seg in comparison, is zero-shot and can be easily plugged in to different models,
offering high flexibility and achieves higher scores in all the test data in Tables [T}-[6]

GSVA Table[7|shows CoT-Seg’s competitive performance on this standard referring segmentation
benchmark with less emphasis on CoT deep reasoning for complex segmentation.

GSVA also uses MLLM to guide segmentation. Specifically, GSVA uses MLLM
to generate [SEG] tokens and prompt the segmentation model to support multiple object segmenta-
tion and a [NULL] token to reject absent object. In comparison, our approach uses chain of thought
reasoning to assimulate and provide useful information to the segmentator agent, empowering our
model to solve very implicit queries and achieve multiple-object segmentation in a training-free
manner. Our auto-correction process further leverages MLLM to improve and obtain accurate seg-
mentations that the segmentor agent cannot achieve on its own. In RefCOCO tests in Table[7, GSVA
achieves slightly higher results, mainly because of training and finetuning on the RefCOCO training
dataset getting higher accuracy in prompts containing numerical positional arguments. e.g., Fig-
ure [I3] an example is shown in Figure[20] Further and similar training and finetuning of our model
should be able to improve our results on these benchmarks, as well as incorporating our framework

Method Val. Test-A Test-B

GSVA-Llama2-13B (Xiaetal lp024) | 777 799  74.2
GSVA-Llama2-13B (ff) (Xia et al, 2024) | 79.2 817  77.1

CoT-Seg 76.3 809 72.7
CoT-Seg with self-correction 772 80.9 73.8

Table 7: Quantitative comparison with GSVA (Xia et al., 2024) on RefCOCO
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Original Image CoT-Seg First Turn CoT-Seg Refined Result

User Query: Please
segment the pipefish in 8
this image

User Query: Which
item of jewelry in the
picture has the
potential to contain
precious gemstones
such as emeralds or
turquoise?

User Query: Please
segment the crab.

User Query: Please
segment the crab.

User Query: Please
segment the fish.

Figure 17: Additional self-correction results.

P e ~
4 Please segment the winner of the 2024 ‘I Extracted Information
US presidential election. I, .. The winner of the 2024 US
1 Agent presidential election is Donald CoT-Seg
i Trump.

P ———

Figure 18: Retrieval-augmented CoT-Seg Result.

as a plugin to GSVA and other recent SOTA reasoning segmentation agents. On the other hand
GSVA does not focus on reasoning segmentation and as a cloU score of 43.4 for 7B model and 44.6
for 13B model on the Reasonseg dataset. Furthermore, inference on GSVA 7B(ft) shows that GSVA
7B(ft) was unable to get correct segmentation results when the prompt becomes more implicit such
as Figures [TH4] the inference results are shown in Figure [T9]

D REASONSEG-HARD: NEW EVALUATION DATASET FOR STRESS TESTING
REASONING SEGMENTATION

Most queries/images in existing datasets are not too challenging, where auto-correction is not nec-
essary. Specifically, in RefCoco and ReasonSeg, we found that only around 10% of the test cases
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GSVA 7B (ft) Ground Truth
User Query: [ am looking for a gym
equipment to do weight training on my
arms muscles. Which equipment would
most likely draw my attention when 1
walk into a gym? Please output the
segmentation mask.

User Query: The first chair violinist of
an orchestra is a vital musical leader
with widely ranging responsibilities,
from tuning the orchestra to working
closely with the conductor. Who is most
likely the first violinist in the image?
Please output the segmentation mask.

User Query: Please identify the activity
people are doing in the image and
segment those individuals who have
already demonstrated excellent body
strength and stability through some kind
of professional actions. Lastly, output the
mask that includes these individuals.

User Query: Which objects are
composed of a short bar with a weight
on each end, typically used for weight
training? Please find the unracked ones
and output the segmentation mask.

Figure 19: GSVA inference results.

Figure 20: GSVA Numerical Prompt

require auto-correction, as the majority of the segmentation task is usually quite simple, where the
segmentation agent alone can obtain the correct answer on the first turn.

Given more recent and significant advancement in reasoning segmentation, a dataset update is due
and necessary, which should contain more difficult cases such as closely connected objects and
multiple objects similar to the object of interest, with implicit queries requiring complex reasoning to
understand for challenging segmentation task. For example, the new dataset should contain difficult
scenarios such as those depicted in Figures[T}4] to validate stronger models to come in the future.

Thus, in this paper, we propose REASONSEG-HARD, a new evaluation dataset for stress testing rea-
soning segmentation. Specifically, we constructed a dataset with 217 image-query pairs consisting
of 79 images and their respective queries sampled from ReasonSeg Test Split with the rest con-
sisting of our own examples. We sample queries-images pairs that either require deeper and more
thorough reasoning to identify object(s) of interest, specifically queries with context to be reasoned,
or queries including complex objects inherently difficult to segment due to size, transparency and
how well it is blended into the environment. For example, the dataset contains implicit queries such
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as “When preparing for a festive event like Halloween, people often use certain objects to decorate
their homes. What object in the picture would be suitable for this purpose?”’ and excluding queries
that may be too simple and obvious such as “something that the person uses to fish”.

Figure 2] shows additional image/queries samples of our REASONSEG-HARD. Notably, Table [§]
shows the evaluation results on REASONSEG-HARD, comparing CoT-Seg with baseline and SOTA
reasoning segmentation, which validates CoT-Seg’s higher efficacy in complex and challenging
cases by surpassing previous works and SOTA with large a margin.

Method gloU cloU

LISA-13B-Llama2’ (Lai et al.,2023) | 38.0 41.1

GSVA-7B (ft) (Xia et al.|[2024) 40.9 378
Vision Reasoner (Liu et al., 2025b) 49.1 48.1
SegZero-7B (Liu et al., [2025a) 440 52.6
CoT-Seg 53.5 694
CoT-Seg with self-correction 581 71.8

Table 8: Reasoning segmentation evaluation with complex and implicit queries on our
REASONSEG-HARD dataset. 1 is produced with the official released weights with 8-bit quanti-
zation.

Image Ground Truth

Prompt: What part of the plant in the
picture is typically harvested for its edible
seeds?

',‘\

Prompt: Imagine a child playing with
miniature toys in a sandbox. If the child
wants to create a scene with a house
surrounded by water, what object in the
picture would be perfect for this?

Prompt: During festive occasions or
religious ceremonies, it is common to
see symbolic representations or idols

of deities being worshiped. What objects
in the picture could be used as idols or
representations of deities?

Figure 21: Samples of challenging examples in REASONSEG-HARD.

E LLM USAGE

Large Language Models (LLMs) were only used to polish the English sparsely in the paper.
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